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ABSTRACT

This paper describes a technique for distributing quarterly time
series across monthly values. The method generalizes an approach
described by Fernandez (1981). The paper also presents results of
a test of the accuracy of these two approaches and two standard
procedures suggested by Chow and Lin (1971).

The views expressed in this paper are those of the author and not
necessarily those of the Federal Reserve Bank of Minneapolis or
the Federal Reserve System.



1. INTRODUCTION

This paper describes a new technique for distributing
time series, that is, for estimating the unobserved monthly move-
ments in data for which only quarterly averaged observations are
available. The method relies on estimating the relationship
between the quarterly series and some related monthly series. The
problem confronted here is not new; the standard solution is a
procedure described by Chow and Lin (1971). In a test reported
here, however, a recent alternative suggested by Fernandez (1981)
performs significantly bvetter than the Chow-Lin procedure. The
new solution I propose is a slight modification of the Fern;ndez
procedure. My new method takes more general account of serial
correlation of errors than do other methods. My test suggests
that this new technique will be the most accurate in many distri-

butions of time series.

2. THE PROBLEM AND PREVIOUSLY PROPOSED SOLUTIONS
Empirical researchers frequently face the related prob-
lems of distribution and interpolation, both of which concern the
estimation of intraperiod values of a variable whose actual values

are observed only once per period. Distribution is a problem

which arises with flow variables or time averages of stock vari-
ables. It is the estimation of several values, the sum or average
of which equals the observed value over the longer interval.

Interpolation refers to the estimation of unobserved values of a

stock variable whose actual values are observed less frequently.

Interpolation is handled in a fashion parallel to the distribution



techniques described here; Chow and Lin (1971) provide the details
of how to translate a technique for distribution into one for
interpolation.

In an early survey and critique of standard techniques,
Friedman (1962) pointed out that simple linear interpolation and
most methods that commonly use related monthly series to inter-
polate quarterly series could be improved by estimating the degree
of correlation between the related monthly and quarterly series.
He showed that the optimal linear unbiased interpolatioﬁ of a
quarterly series using a related monthly series could be solved by
a standardA regression technique. [gptimal here and hereafter
refers to minimum variance.] Chow and Lin (1971) generalized and
extended Friedman's work. Their framework for analysis provides
the basis for the method I propose in Section 3.

To set up that framework, assume that observations are
available on a variable of interest, y, only on a quarterly ba-
sise We want to estimate monthly values of that variable such
that their average is equal to the quarterly value. [A11 vari-
ables with monthly time units are indicated by asterisks.] Let
there be n quarterly observations: Y15 Yo» e+, ¥y For each t =
1, ««¢;, n, we want to estimate the monthly values yﬁ,l, y§’2,

and yg 3 such that
= * * .
Y4 (yt,l *yE ot y*t’3) /3 (1)

In estimating the monthly values, assume further that
the series satisfies a linear stochastic relationship with a set

of p observed monthly variables. That is,
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for month i of quarter t. The 3nxl vector U¥ = (uf 1 u§ 5 eee
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u: 3) defined by this relationship is assumed to have mean Zero
>
and covariance matrix V¥,

The nx3n distribution matrix B plays an important role

in the estimation of the Bj's. B takes the form
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Let Y = (yl Yo eee yn)' be the nxl vector of quarterly

: % = (v% * ves vE '
observations of y, and let Y (yl,l i o yn’3) be the 3nxl

vector of unobserved monthly values. Then
Y = BY¥%, (4)

We desire an optimal linear unbiased estimator of Y¥.

In the Chow-Lin procedure, the solution to this problem is the

estimator
Y* = X¥g + V*B'(BV*B')-lU (5)
where
[ 1« 1% L ]
1,1 *1,2 ©oe n,3
o% o% o%
X * o o X
= 1,1 1,2 n,3 (6)
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is the 3nxp matrix of monthly explanatory variables;
8 = [x'(sv*s')"x] xr (mvemr) Ly (1)

is the generalized least-squares estimate of the coefficients in a

regression of Y on the quarterly averaged data, X, given by

X = BX¥; (8)
and

U=7Y- % (9)

is the nxl vector of residuals in the quarterly regression.

The intuition behind this solution is that the monthly
estimates of y¥ are based on two components, the first a linear
function of the monthly movements in the related x¥ variables and
the second a distribution of the quarterly residuals so that the
monthly values average to the quarterly observations.

In most cases, the relationship between short-run move-
ments in y¥ and x¥8 is fairly stable, but the levels of y¥ and x¥8
may vary over time. The quarterly residuals will then exhibit
serial correlation, and the Chow-Lin procedure with V* propor-
tional to the identity will be inadequate. In particular, this
procedure will lead to step discontinuities of the monthly esti-
mates between quarters because it allocates each quarterly resid-
ual equally among the three monthly estimates.

Chow and Lin (1971) proposed a method of estimating a V¥
matrix associated with errors that are generated by a first-order

Markov process. This technique 1is probably an improvement over
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the estimates based on an assumption of no serial correlation, but
it 1s adequate only when the error process is stationary. The
test results presented below suggest that this procedure is often
inadequate.

Fern;ndez (1981) recently proposed a generalization of

the Chow-Lin procedure that corrects for this problem. The

Fernandez solution derives from a model in which u¥ follows a

random walk. That is,

u¥ (10)

- * ¥*
£, 0 Y,i-1 T %%,

u¥* and ¥ . is a white noise process with vari-
t-1,3 t,1

%
where ut:’0

ance 6°. As an initial condition, Fernandez assumed that ug 3 =
9
0.
In this case the formla for the Chow-Lin estimator is

used, except V¥ is replaced by (D'D)":L where the 3nx3n matrix D is

given by
C 1 0 0 o o 0 0]
-1 1 0 « o . 0 0
o -1 1 e o 0 0
D = - - - . . . (ll)
O L - L[] —l
Because under these assumptions var (U¥) = (D'D)~16°, the Fer-

,
nandez estimator is best linear unbiased.

3. A CORRECTION FOR SERIAL CORRELATION
I will show that the Fernandez suggestion of allowing
random drift in the error process often appears to improve esti-

mates relative to either of the Chow-Lin estimators. However,
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the Fernandez procedure is quite specific in its assumption about
the error process. The random walk assumption for the monthly
error term defines a filter that will remove all serial correla-~
tion in the quarterly residuals when the model is correct. In
several applications of the Fern;ndez procedure, I found that this
particular filter did not remove all of the serial correlation.
Fern;ndez suggested that in such cases one should prefilter the
data before applying his procedure. As an alternative to an ad
hoc search for an appropriate filter, I suggest the following

generalization of the Fernandez approach.

Assume that the monthly values of y¥ are generated by

1% o%

*
* = + e 0 P *
YE,1 T %e,iPr t X 4B F LB T U (12)
where
* = ¥ %
Ui S U i1 Y et (13)
and
¥ = qe¥ *
€%,1 T %ff,i-1 t St (1h)
where et 5 is a white noise process with variance 62.
3
As initial conditions, assume +that u* _ =¢¥ _ = 0.
0,3 0,3

[This assumption greatly simplifies the analysis. It could be
relaxed by backcasting the initial residuals.] To derive the best
linear unbiased estimatér of Y¥ under these conditions, we need to
derive the variance matrix for u¥*. Let the 3nx3n matrix H be

given by



M1 0 0 .« . . 0 0]
- 1 0 . . . o 0
0 -a l 3 * ) O O
H= ° . * . . . (15)
O . . . - 1J
Then
E¥ = HDU¥ (16)
where
* = * * es e * L)
B = (ef et 5 5,3 (17)
Thus, U¥ = D"TH"LlE¥*, and
var (U*) = (D'H'HD) 1¢2. (18)

Replacing V¥ in the Chow-Lin formula with the above expression

gives the estimator
Y% = x*g + (D'H'ED)"1B' [B(D'H'HD) 18!~y  (19)
where
8 = {x'[B(0'm'ED)~18'|~1x} ~1x* [B(p'm'uD)~15' |-Ly. (20)

Two problems arise when we use this estimator. First,
we need to estimate the Markov parameter, a. Second, the matrix
D'H'HD may be too large (on the order of 400xk00 for postwar data)
to invert by conventional methods.

The first problem can be solved by the following steps.

First, form the Fernandez estimator and generate the quarterly

residuals, fj, assoclated with it. Under the assumptions given
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above, the U will be consistent estimates of the quarterly aver-

¥ 1
ages of the ut,i Se

To generate an estimate of o, notice that

QD = AB (21)

where D and B are as above, the nx3n matrix Q is given by

(3 2 1 0o o0 0 ...0 o0 0]
0 1 2 3 2 1 . 0 0] 0]
0 0 0 0 1 2 ¢4 0 0 0
Q = . . . . . . . . . (22)
0 O o o o 1
and the nxn matrix A is given by
1 0 0 .« . . 0 0]
-1 1 0 « . e 0 0
O -1 1 . L[] . O O
A = . . . . -l . (23)
0 0 e e - 1
Notice also that
AU = ABU* = QDU* = QH LE¥, (2k)

Thus, an estimate of a may be oﬁtainéd by forming the first-order
autocorrelation coefficient of the first difference of the quar-
terly residuals and solving for the value of a which when substi-
tuted in H leads to a covariance matrix QH'lH'l'Q' in which the
ratio of the off-diagonal element to the diagonal element equals
this coefficient. For large n, this procedure amounts to solving

the equation
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(% + 11la + 1602 + 1943 + 16chL + 10a” + ha6 + al)

+ (19 + 324 + 2002 + 8a3 + 2ah) =q (25)

where q is the first-order serial correlation coefficient of the
differenced quarterly residuals. Given g, this equation provides
a unique solution for a. (The equation defines a one-to-one map-
ping between q and o with domain and range equal to the interval
[-1, 1].)

The second problem, the inversion of D'H'HD, is solved
by taking advantage of the structure of this matrix. It is easy

to show that

Lt -1 =
[(D'H'HD) ]i,j =
o min(i,j) & — —
(1 -a) ") ) (1 - ™) - oI5, (26)
2=1 s=1

k. A COMPARISON OF FOUR METHODS

A natural test of the merit of this procedure relative
to others is to compare accuracy in interpolating quarterly aver-
ages of data for which the monthly values are observed. The
results of such a test are reported here.

Four methods of distribution were tested. The first,
labeled white noise, is the Chow-Lin estimator under the assump-
tion that V¥ is the identity matrix. The second, labeled Markov,
is the Chow-Lin estimator with the V¥ matrix estimated using Chow
and Lin's procedure under the assumption thét the monthly resid-
vals are first-order Markov. [For details, seé Chow and Lin 1971,

pp. 3TL-375. To minimize expense, my implementation takes only
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one pass through the suggested iteration of the estimation of the

Markov parameter.] The third method, labeled random walk, is

the Fern;ndez estimator. The final method, labeled random walk,
Markov, is my procedure outlined in Section 3.

I used six sets of data to test the different methods.
The time series chosen represent the kinds of data found in the
National Income Accounts and the Flow of Funds Accounts for which
monthly observations are not available. The related series were
chosen on an ad hoc basis, and no attempt was made to improve the
original specification for each series. Accuracy was measured in
terms of the mean square error of the monthly distributed levels
from the actual values and the mean square error of the changes in
monthly distributed values from the actual changes. In all but
the last test case, the ordering of the results was the same by
both measures.

The test results, presented in the table, indicate that
the random walk, Markov procedure is likely to be much more accu-
rate than other methods in many distributions of time series. 1In
four of the six data sets considered, this method had the smallest
mean square error by both measures.

There are distributions, however, for which this proce-
dure is likely to be less accurate than the other procedures.
Fortunately, the test results suggest that these distributions can
be detected. In the two test cases in which the random walk,
Markov procedure performed worse than one of the other procedures
(Cases 4 and 6), the estimated Markov parameters were —.7 and

-5+ ~Such strong negative serial correlation in monthly data is
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highly unlikely, and it probably indicates that the random walk
model was misspecified. The random walk, Markov procedure should
therefore probably be used only when the estimated Markov param-
eter is positive. When it is negative, the Chow-Lin, first-order
Markov model is probably preferable.

Nevertheless, if my test results are representative,
then many distributions of time series will benefit considerably
from the use of the random walk, Markov procedure. In my three
test cases which had positive Markov parameters (Cases 1, 2, and
3), the average reduction in the level mean square error over the

best alternative was a promising 13 percent.
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