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INTRODUCTION

Traditionally there have been two methods of examining ecounomic
growth, the "export base" and the "sector" analyses. The former, emphasizing
stimuli external to the geographic units considered, focuses on the importation
of capital, the broadening of the export base, and other such factors. The
latter emphasizes phenomena internal to the geographic unit and directs our
attention to changes in patterns of demand and shifts of production from
primary (natural resource) to secondary (capital goods) to tertiary (service)
sectors. Both these traditional lines of thinking implicitly assume that the
geographic unit under consideration is an isolated and somewhat primitive
economy (or, if the unit under examination is a country, international
dependencies are ignored). Shift-and-Share Analysis represents a reaction to
these drawbacks, and it reflects the attempt to focus on the inter-regional
dependencies of economies in advanced stages of development.

Economic growth is the result of complex interaction of wvarious
forces. However, as a first approximation, regional growth in terms of employ-
ment, value added in production, or any other economic variable of interest,
may be attributed to three factors:

(1) participation in the growth of the national economy;

(2) regional economic structure; and

(3) comparative advantage.

Shift-and-Share Analysis provides a simple, easy, and quick method
of exclusively and exhaustively dividing the magnitude of observed growth into
three components, each representing one of the above factors. With very little
effort, the method can be adjusted to vary the number of components and the

causal factors which they supposedly represent. In recent years, students of



regional economics have found this method useful for examination of growth
trends, and in 1965 the Department of Commerce published Shift-and-Share
figures on employment growth in thirty-two industries for each county in the
United States [:2, 1965;7. Using the counties as building blocks, data can
be aggregated for any region -- e.g., a group of states, a river basin, a
crop area. The availability of Commerce data and decreasing costs of data
processing have made Shift-and-Share Analysis an increasingly attractive form

of veritas ex machina.

Part I of this paper is a detailed and illustrated examination of
the method. Part II consists of a brief summary of the literature of the
method as used in regional economics. Part IIT discusses preliminary results
of the method as applied to employment and other data from the past twenty
years in the Ninth Federal Reserve District (Minnesota, the Dakotas, Montana,
northwestern Wisconsin, and the Upper Penninsula of Michigan). Part IV
considers some of the problems and implicit assumptions involved in interpreting
the results and in using the method for forecasting. Part V summarizes the
paper and suggests possibilities for future research in applying and modifying
the method. "Octant Analysis,' a method of presenting Shift-and-Share results

diagramatically, is explained and illustrated in an appendix.



I. DESCRIPTION OF THE METHOD

Under Shift-and-Share Analysis, the growth of an industry within a

region is divided into two parts: its pational share (growth that would

have resulted had the regional industry grown at the same rate as the national
economy) and shift (that growth in excess of, or less than, the national share).
For example, total civilian employment across the United States increased 14%
during the first eighty years of the 1960's. Had wage and salary employment
in Minnesota exactly kept pace with the natiounal economy, it too would have
grown by 14%, but, in fact, it grew by 30%. From the Shift-and-Share view-
point, wage and salary employment in Minnesota during the period 1960-68 not

only grew by the amount of its national share (14%) but in addition experienced

a shift of employment from other regions and industries equivalent to 16% of
the level prevailing in 1960. (Because the shift was toward Minnesota's wage
and salary employment, it is called positive; had it been away from Minnesota's
wage and salary employment, it would be negative). Two phenomena are reflected
in the difference betwzen the growth rate of wage and salary employment in
Minnesota and that for the nation as a whole. First, wage and salary employ-
ment growth across the nation increased by 267% - almost double the national
share of growth in total civilian employment. Second, wage and salary employ-
ment in Minnesota grew at a rate (30%) slightly greater than wage and salary
employment across the nation. Consequently, we subdivide total shift into

two parts to reflect these phenomena: industrial mix (defined as the growth

rate of the industry or sector--in this example, "wage and salary employment"
--across the nation in excess of the growth rate of total civilian employment

across the nation); and regional component (defined as the growth rate of the




industry within the region in excess of its growth rate across the nation).

Although the concepts are fairly standard, the terms national share,

industrial mix, and regional component are not. They are, however, both clear

and those used in the Commerce Department's county data [2, 1965]. For alter-
native terminology, see Dunn [8, 1960], Perloff, et al. [20, 1960], Thirwall
{21, 1967; 22, 1962], Cunningham [7, 1969], Fuchs [12, 1959; 13, 1962; 14,
1962; 15, 1961] and Garrett [17, 1968].

The division of the growth rate into national share, industrial mix,

and regional share (or "regional component'") is exclusive and exhaustive as

illustrated in Diagram I :
Diagram I demonstrates that the components are defined so that

total growth of an industry (Ywage and salary") within a region (Minnesota)

is identically the sum of that regional industry's national share, industrial

mix, and regional component.

We may show this identity algebraically. Let "g" represent the
rate of growth. Our components have two dimensions —_geographic classification
(e.g., "Minnesota") and industrial classification (e.g., "wage and salary").

Let the region be designated by a -superscript and the industry by a subscript.

Then
gus = national growth rate of all employment
us . .
g; = national growth rate of employment in
industry "i"
r . AP .
g, = growth rate of industry "i" in region "r"

Consequently, for industry "i" in region "r"

. us
national share = g
. . . us us
industrial mix = gi - g

r
regional component = gi - g

total shift = gi - gus
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and
r = us r - us = us us _ us r _ us
g, =8 +lg; -8 1l=g +1[g -g 1+1[g -8

total growth = natiomal share + [total shift] =

national share + [industrial mix] + [regional compounent]

In the case above, where:

"i" = "wage and salary”
"y = Minnesota
we have:
Minn ys us us Minn us
Buss = & T [gw&s -8 1+ [gw&s - gw&s]
30% = 14% + [26% - 14%1+ [30% - 26%]

14% + [12%] + [4%]
Another case is that of Minnesota's agricultural employment, which
declined between 1960 and 1968, although less rapidly than agriculture in the

rest of the nation. Consequently, it showed a positive regional component

despite negative total growth.

The growth rate percentages in the examples above used employment
at the beginning of the period as the base of calculation. This is the simplest
and most intuitively appealing method of calculation ~-as well as that under-
lying the Department of Commerce figures [2]. However, one could just as
well use end-of-period levels as the basef or an average of initial and final
values [12, 16]. The results are more complex, but the basic concepts are
the same.

So far we have discussed Shift-and-Share components as percentage
rates of growth. We could just as well define them in terms of numbers of

jobs. This point of view would make total growth the increase in employment

in, to use the last example, Minnesota agriculture over the period studied.

National share would represent the number of additional jobs in the industry

in Minnesota had it grown at the rate of national total civilian employment.



The total shift component would be the total growth less the national share.

Industrial mix would be the increase in employment had Minnesota agriculture

grown at the same rate as all U.S. Agriculture, less the increase in Minnesota

agriculture had it grown at the national share rate. Regional share would be

the actual increase in employment, less the increase which would have resulted
had the state's agriculture grown at the same pace as agriculture across the
nation. 1In fact, this amounts to the same thing as multiplying each of the
percentage rate components by the initial value of employment, and this is
reflected in the fact that Diagram III (Minnesota agricultural employment, in
terms of jobs) is identical to Diagram II (Minnesota agricultural employment
in percentages), except for relabelling the axis.

Algebraically, this transformation may be demonstrated as follows.

Let
EF = employment in industry "i" in region ''r"
i L .
at the beginning of the period
3
E; = the same, but at the end of the period
r* r
Thus Total growth = Ei - Ei
r r

national share = E; (gus)

total shift = E'g - Eg
—_—————— R 1

r r us
industrial mix = (E. g "% - Efg"®)
1 1 1
_ gt (,us _ _us

& r r us

regional component

r r r us

r r us

i
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and we see that our components, newly defined in terms of jobs, are equivalent

1 1"

1
to those defined in terms of percentages, each multiplied by the factor Ez ,

the initial value of employment.

Shift-and-Share Analysis, thus described, will yield a set of com-

ponents (total growth, national share, total shift, industrial mix, regional

component) for each industry in the region under examination. The set of com-
ponents for Minnesota agricultural employment (1960-68) is shown by Diagram II
to be (-28%, +14%, -42%, -47%, +5%). Alternatively, we can refer to Diagram

III which yields the set of components in terms of numbers of jobs: (-74,000;

+37,000; -111,000; -126,000; +15,000).
In order to compare the performance of one region against another,

we reduce the many sets of components to one in each region by summing across

industries. (If components are defined in terms of percentages rather than
jobs, we take a weighted average of industrial growth rates using the industrial
. . . r . r . .
employment concentration ratios, i.e., Ei < ZEi, as weights). If the comparison
, I i

is to be meaningful, the set of industries across which we sum must be the

same for the regions being compared. (The set of industries is defined as

that collection of all industries considered -- which, in the case of national

data, yields the totals on which national share computations are are based). For

example, we would not wish to use the set of industries, "agriculture", for

one region and compare its aggregated components with those derived from
"total civilian employment" in the other. (Note that if the first region has
no nonagricultural industry, the two sets are equivalent and thus in this
special case such comparison would be meaningful). In addition, the industries
over which we sum should be mutually exclusive in order to avoid "double-

counting," and they will be conjointly exhaustive of the set of industries by

definition. Furthermore, we must have the same set of industries in each

region. For example, we should not include in our. summations components for
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"electrical machinery" and "nonelectrical machinery" in Region A while using

"machinery" in Region B. Although the aggregated components for total growth,

hational share, and total shift will not be affected as 'long as in each region

the industries are mutually exclusive, the aggregated components for industrial

mix and regional component will be affected unless the relative concentration

of the two kinds of machinery in Region B is identical to that across the
1" 1"
nation e because of the ggs factor appearing in both components.

If we follow the restrictions outlined in the previous paragraph,

we may express our aggregated components for each region "r" algebraically as

follows:
Defined in Terms of Jobs Defined in Percentages
rr T Ez
total growth =% E g, : =2g, —
i 171 i 1Er
- & - 8h) 1 r
B i = =—.3 EgF
rj 1i°i
r¥* r E
= E - E 1 — r
. - al -
=Eg E-*
1 r¥® T
=2 (E -E)
E
T
- i, rE
E" ®
r
=8
r
E
national share = % E].:gus =% g% 71
i 1 T
E
us us
gt E = &5 B
gf i 1
- gF us us -
- e =E—.x
E
us
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T
E.
total shift =3 {Ei (gi - g"%)1 =z { —% g; - g% 1}
—_— i i g i
rr r us 1 rr r us
= - Z = — -
YEg -T2 EsE o G Ejg; f Es )
rr _r us
=Eg-Eg rr r us
r , r us =< Eg -Eg )
=E (g g ) E
r us
=(g -g)
i~
: us
industrial mix = E, (g, - g ) =Z=( -8 )
i 1L E
_ r_us_ r us
= ¢ Ei8; - 2 Ege = L (2 g5 5 BN
Er i i1 i 1
=ZE§g:S_Er us =L.2Er@us_ u?
1 r §{ i¥i
E
r
us .
regional share =X E; (gz -8 ) =X EL (8§ - g:s)
1 1 r
E
r r r us
=P Eg - 2Ee; = (CEg -ZEg’)
r . i i
E i i
rT r U8
=Ekg - ? Eigl = gr - l—-Z E?g?s
gf g 1i

Summation of the components will verify the basic Shift-and-Share

identity:

total growth national share + total shift

national share + industrial mix

+ regional component

The algebra above demounstrates that the set of industries used for

national data may vary from that used for the regions being compared without

biasing the aggregated regional components. As the national set exceeds that
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of the regions, magnitude will be shifted from national share toward industrial

mix or vice-versa, the direction dependent upon whether the "extra" industries

. . us . .
are fast- or slow-growing, i.e., how "g " varies. Of course, the set of indus-

tries used for national data must include the set used for the regions, or it
will not be possible to compute the components.
If we compute Shift-and-Share components of growth for the United

States, we will get sets of components which look much different from the sets

we compute for the various regions. When the region and the nation are iden-
tical, growth of an industry in the region is the same as growth of the indus-

try in the nation, and their difference, the regional component, is therefore

zero. Similarly, total shift and industrial mix are equal, and they also yield

zero when the sum of all industries is computed. Total growth will, by defi-

nition, equal national share for the nation.

Algebraically, this is the case where "r'"' = "us," and thus
s
Total Growth = ¥ E'g’ = 3 EUSg"
—_— i it 1°i
_ us® us
= 3 [E- - i ]
- Eus*_ 5 gUS
{ 1 ¢ 1
ok
- gUS® _ gus
National $hare = I E;gus =3 E?Sgus
i
us us
=g 2‘: Ei
_ gusEus
%
= gUs* _ gus
, us
Total Shift = & Ei (gi -g )=2 E; ( gs - gus) = Industrial Mix
- T 3 i
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T us
? [Ei (g;

Industrial Mix - gus)J

us us us
=% E;” (g, -2 )]
us us us_us
= 2 [20%°] - 3 [2)%"]
us¥ us us us
=3B -E; 1-g- T By

s*
SR e

% S
- [Eus _ Eus]_ [Eus _ EuS]
=0

z Ez (gi - ggs) =T EUS (g%~ g ) =0
1

Regional Share

¢ 1 1 1

Sofar we have discussed application of the Shift-and-Share method
to employment data from the period 1960-68f Fuchs [12, 1959; 13, 1962] and
Garret [17, 1968] have applied the method to value-added data, and Fuchs has
found a high correlation between components generated from value-added data
and those computed from employment data. We could just as well compute Shift-
and-Share components of growth of capital investment, inventory levels, wage
rates, or any other economic indicators of interest. Obviously, we may choose
any time period we feel appropriate. However, if we are looking for trends
in Shift-and-Share components over time, we must make adjustments when the time
periods compared are not of equal length. For example, a 5% increase over a
five-year period should be equated with approximétely a 7% increase over a
seven-year period [4, 1969, p. 3n].

The Shift-and-Share method is just as applicable to cross-sectional
data as to time series. Suppose, for example, that we are interested in 1970
incomes of physicians in Gotham City in comparison with physicians in general

and Americans in gemeral. Our set of industries would be "total civilian

employment," our industry would be ''physicians in private practice," and our

region would be Gotham City, Components are given in Table I.
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TABLE I. SHIFT-AND-SHARE COMPONENTS

INCOME OF PHYSICIANS IN PRIVATE PRACTICE

GOTHAM CITY, 1970

Civilians employed (United States)
Physicians in private practice (United States)

Physicians in private practice (Gotham City)

Total Income $38,000
National Share 8,000
Total Shift (38,000-8,000) 30,000
Industrial Mix (32,000-8,000) 24,000

Regional Component (38,000-32,000) 6,000

- = - —— - - —

$ 8,000
32,000
38,000

1007%*

21%

79%

63%

16%

* Since we are dealing with cross-sectional data,'"total growth is replaced

by the level of the indicator, total income. The Shift-and-Share identity

thus adjusted, still holds:

Total Income

%% Percentages are calculated using total income as the base, thus allocating

National Share + Total Shift

National Share + Industrial Mix + Regional Component

total income among the three components corresponding to the allocation of

total growth when using time series.
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Table II demonstrates that the application of Shift-and-Share

Analysis is not limited to economics:

TABLE II. SHIFT-AND-SHARE COMPONENTS

I.Q. SCORES OF STUDENTS AT SIWASH COLLEGE, 1970

Ave. 1.Q.
(est.)
Set of industries: U.S. population 100
Industry: Collége students 110

Region: Siwash College

College students at Siwash 115

Total Score 112 100%
National Share 100 S 89%
Total Shift 12 11%
Industrial Mix 10 9%
Regional Component 2 2%

There remains yet another aspect of the extreme flexibility of the
Shift-and-Share method.

We defined (and named) national share so that each industry in

each region examined is compared to the performance of the American economy.
However, we may set the standard at any level we wish. (Why the national
rate of growth is usually used will be referred to below). We might set the
standard at an "ideal" rate of growth, at some "target" rate of growth, or at
that rate observed in a base area other than the United States (cf. [9, 10]).
If "base area'" is substituted for "nation" on the pages preceding, the state-
ments made still hold. However, if the base area chosen is the natiomn, and

the regions examined are exclusive of each other and together exhaust the
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nation, then any particular Shift-and-Share component for any industry in the
nation will equal the sum of that component for that industry in each region,

i.e., the regions will total to yield the nation.

* %
Total Growth: 2. [EF - EF] PN EF -2 E?
i i i i

r r T
%
= 05T gUS
i i
National Share: Y [EFgus] = gUS-Z EX
. 1 . 1
_ gUSpUS
i

Total shift: X [E (g;-g )] =X [Eie;] - = (E;g"*]
r r r

\ r* r , r us
(e, - E;] - i (E g

|
R

. rk o, _r us us
=y -3 _
[i E; i Ei] E; '8
us us
i g

us* s
= [E, - Ez 1-E

us _us _us_us
=E g, - E,
i~i i

us us us
(g.7- g

= E.
i i

)

1]

Industrial Mix: [Ez(gzs - gus)] [z E;](ggs- gus)

¥ r
us 2 us us
=E; (g, -8 )

. - r r us ' r Tr r us
Regional Share: ¥ [Ei(gi - g; )] 2 [Eigi] -z [Eigi ]

T r r

r¥ r r us
ZLE - gl - [BEe

VTR LT us us
[i E; - i E;] - BT,

v
[EUS _ EUS] _ EUS us

i i i ~i
- us us - us us
[Ei Bs ] [Ei 8; ]
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Similarly we may validly add sets of components for sub-regions to obtain the

set of components for the region which they compose. Industrial mix for

Minnesota agriculture is identical to the sum of the agriculture industrial
mix components from each of the state'’s eighty-seven counties. However, it
should be noted that although the components are invariant to geographic aggre-
gation, they are highly sensitive to the level of industrial aggregation.
Generally, the more industry is disaggregated in the data-gathering process,

the more we would expect magnitude to shift from regional component to indus-

trial mix. (Total growth and national share obviously are unaffected by

digaggregation, and so, by the nature of the identity, neither is total shift.
However, such is not the case with the two shift components. S8ince, though,
total shift is invariant, we know that whatever magnitude is "lost" to indus-
trial mix due to change in industrial aggregation will be "gained" by regional
component). The two extreme cases are illustrative. Suppose the data are
completely disaggregated, i.e., each plant is considered a separate indﬁstry.
Then (g§= g:S), so:

us

)

Total shift = (gz -g

Industrial mix = (gzs- gus) = (gi- gus) = Total shift

r

0 =0

Regional component = (gi - gzs) = (gi - g

On the other hand, if the data are completely aggregated, that is tantamount
. . . us us, -
to saying that we recognize only one industry, called "output."” Then (gi =g ),

so:

us

Industrial mix = (gi - gus) = (gus - gus) =0

us) =

Tr us
i (g5

Regional component = (gz -g - g ) = Total shift

However, as Houston (18, 1967] has shown, the shifting of magnitude

from industrial mix to regional component is not necessarily a monotone function

of the level of industrial aggregation. Suppose, for example, that we aggregate
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two industries, the first an industry in which the region is relatively highly
specialized and which has a low national growth rate. Let the second account
for only a small percentage of the region's activity but have a high national
growth rate. Aggregation will lead us to compute industrial mix by adding

the two industries and multiplying by a weighted average of their national
growth rates. The larger industry being multipiied by the higher (weighted
average) rate may well result in a greater change than the smaller industry
being multiplied by the lower (weighted average) rate. Thus, aggregation would

increase industrial mix and reduce regional component. To illustrate this

possibility numerically, let:

r _ n _ n¥ n _ o

E1 = 50 E1 = 100 E1 102 gl = 2%
r n n¥% n _ ..

E2 = 10 E2 = 100 E-2 =110 gz = 10%
n _ nx _ n _ .,

E1+2 = 200 E1+2— 212 g1+2— 6%

Then, industrial mix according to the two different calculations would be as

follows:

Data Disaggregated: Ef (g? - gn) + Eg (g; - gn)

rn
= Elgl + E

r n

r r n
285 (El + Ez) g

(50) (.02) + (10) (.lO)—(E; + E;) g

r r., n
2.0--(E1 + E2) g

ko n
( n

Data Aggregated: E1+2 g1+2 -g)

r T r o
= (E Y E) gy, - (B +E) g

(50 + 10) (.06) - (Ei + E;) g

]

r r. n
3.6 (E1 + EZ) g
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Thus, in this case, aggregation increases industrial mix and, conse-

quently, reduces regional componente.

From the foregoing detail of the mechanics of Shift-and-Share Analysis,
we may abstract the method's two main characteristics:
(1) It is basically a mechanical rearrangement of data by means
of an identity; and
(2) it is a method of great flexibility, which enables its applica-

tion to a wide variety of data.
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II. SURVEY OF THE LITERATURE

Creamer [6, 1943] introduces a "shift ratio" (total shift) to
measure- the redistribution of industrial employment amoﬁg regions. Perloff
{19, 1957] notes various methods of defining regions and argues that defini-
tions of regional boundaries are crucial. He argues that meaningful results
require a dynamic method of definition based upon change in the direction of
homogeneity and group consciousness. Perloff, Dunn, Lampard, and Muth
(8, 1960; 20, 1960] decompose total shift into "differential shift" (regional

component) and "proportionality shift" (industrial mix). They discuss the
component

"index number problem' (the arbitrary nature of choosing a method for computing
percentage components) and the problem of the "shifting base" (over any signi-
ficant period of time, changes from the initial conditions interact with those
forces originally causing change).

Fuchs [15, 1959] considers the problem of regional definition by
comparing the two types of regions which are most desirable on the basis of
data availability - states and Standard Metropolitan Statistical Areas (SMSAs) .
He divides nineteen interstate SMSAs into sections according to state bound-
aries. Variation within the SMSAs is determined by calculating the 1947-54
growth rate in value-added for each section, then substracting from it the
mean of growth rates of the sections in that SMSA. From these figures the

standard deviation is calculated:

a b a b
8, +8, 2+ b 8+ 8 )2
—Z &; 2
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where SMSAs are 1, ... ,n and states are a, b. He also calcu-
lates the standard deviation (SZ) for variability of SMSA growth rates for
SMSAs entirely within one state. Fisher's Z test for the ratio of variances
(i.e., the F test for significance of differences in variances) is applied,
and S1 exceeds 82 with confidence greater than 95%. Therefore, Fuchs argues,
the economic activity of part of an interstate SMSA is more accurately described
by that of the rest of the state rather than the rest of the SMSA. He notes
that such a difference might be due to the fact that differentials within the
SMSAs could reflect, not differences between states, but, differences between
central cities (almost always located entirely within one state) and their
surrounding "rings'. He then calculates separate growth rates for central
cities and "rings'". Exclusion of central cities from the comparison does not
alter the results.

Puchs's examination of shifts in manufacturing employment and value
added in the United States from 1929 to 1954 [12, 1959; 16, 1961; 13, 1962;
14, 1962] is massive and comprehensive. The vast amount of data used, and
the many ways they were examined, represent an extraordinary effort. Main
points of interest to us are as follows:

Notation and formulation:

The basic idea underlying Shift-and-Share Analysis is the.
comparison of growth within a region against some standard,
and then, for purposes of comparison, normalizing that
result to obtain percentage growth. This raises an index
number problem: percentage of what? Most people using

the Shift-and-Share method use initial values as the base for
computing percentage change. Fuchs, however, and Garrett
[17, 1968] following him, use an average of averages. For

example, regional component (in percentage terms) would
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usually answer the question, "How much faster (or slower)
did Region X grow than would have been the result if each
of its industries grew at the national growth rate for

that industry?" Fuchs's comparative gain or loss, adjusted

for industrial structure is formulated differently and

answers a similar, although somewhat different, question.
Fuchs's notation is unfortunate ——a point which has been
noted in the literature ——so the method of notation employed
in this paper thus far, which hopefully is more conducive

to the illustration of certain symmetries, will be contin-

ued. To reiterate and supplement, let

E; = value of variable (value added, employment, etc.)
at beginning of period examined, for industry (i)
in region (r)
E? = same, but for the base area (nation)
*n
Ei = same, but for the end of the period
*n
E "= same, but the total of all industries
g? = rate of grow;h of industry (i) in region (r),
* E.T - EF
r i i
e:8., 8 = ———;?———
i
h; = rate of discount of industry (i) in region (x)

necessary to deflate end values to get beginning
values, i.e.,

*r r, _ .t
E,;” (1-h)) = E;

r r ry _ .r
E; (I+g) (l-hi) = E;
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thus a-np) = —L
1+g.
and h; =1 - 1r
1+gi
gr = growth rate for all industries in region (r)
h" = discount rate for the national econony

Fuchs defines his counterpart to the regional component

as
*n n, *n
* %
E-ze’ L B/ zET B/E -
1. i i i 4 17 i
2 |} (larger of the two (Larger of the two
terms above) terms above)

The numerators of the two terms may be written as

r r n *r T n
LE; (g; -g) and ZE- (b - h)

L 1
gr gn
or T E. (——3%)
. 1 n
i 1+gi

The first term numerator is the excess of growth of the
variable in region (r) over that which would have obtained
had each industry in region (r) grown at the national rate.
This amount would be thousands of jobs, millions of dollars
of value added, etc. The second term numerator is the same
type of measurement, but from the terminal point of view,
i.e., g's are computed on an initial value base, h's on a
terminal value base, so the second term numerator represents
the difference between the actual initial value of the
variable in region (r) with that obtained by discounting
each of its industries according to their respective

national growth rates. The regional component as defined by
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most people working with shift-and-share Analysis-—and

in calculations we have made for the Ninth District—-—is
much simpler, consisting of a simple percentage based on
beginning-of-period values of the indicator ugder consider-
ation. This is equivalent to the numerator of Fuchs's first
term divided by total regional initial value of the indi-

cator:

1 r r n
=° il E; (gi - 8;)

We may compare Fuchs's formula with that just above. 1If,
"on the (weighted) average,' we observe a higher growth
forward, we would expect, '"on the (weighted) average," a
higher discount (h) backward.

Letting ‘

r represent the "typical" g

n represent the "typical” g

3 e

we would expect to observe the pattern appearing in Table III.
Thus, we would expect, "on the average," that
(1) the signs of the two terms Fuchs is averaging
would be the same (i.e., the left-left and right-
right patterns).
(2) unless both the region (r) and the base region
or nation have tended to show negative industrial
growth rates over the period, Fuchs's formula will
tend to be less in absolute value than the '"standard"
formula.
However, exceptions to tendencies "on the average'" may well
make the signs of the two terms different as illustrated

in Table IV.
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Consequently, although tests of Ninth District data using
states as regions confirm above "expectations," Fuchs's
formula bears no consistent relationship to the '"'standard"
formula. Since the "standard" formula is relatively
simple and subject to easy interpretation (the difference
between actual growth in the region and that which would
have occurred had each industry in the region grown at

its national rate), we may ask why Fuchs chose the more
complicated measure. He indicates [13, 1962, pp. 40-42]
that the variable nature of the denominator of each term
is to keep the range betwezen * 1007 for ease in interpre-
tation and so that "it results in a distribution which

is symmetrical around zero if comparative growth is randomly
distributed." The former argument is questionable, and
the latter is not at all clear. The underlying idea is
that of percentage, and the possibility of having "+ « 7"
growth with new industries seems a small price to pay for
retaining a common base and frame of reference. When

each of the two terms is rejected because of an aversion to
reliance on early waights (first term) or late weights
(second term), and an arithmetic average is taken instead,
the original idea of percentage —-and the simple interpre-
tation——1is lost. Consequently, despite the sheer mass
and impressive quality of Fuchs's work, our calculations
for the Ninth District are based on the simpler "standard"
formula. (If we were indifferent between Scotch and

Bourbon, we would choose a drink either of one or the

other—wesrather than mix the two half-and-half). The same
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reasoning applies to Fuchs's complicated comparative indus-

trial structure, his counterpart to industrial mix. (He

discusses five other formulae, including the "standard,!
which he rejected [13, 1962, p. 40n].

Highlights of Fuchs's results:

(1) He rejects shifting consumer demand as the major
cause of geographical redistribution of industry,
because his statistic corresponding to regional
component accounts for much more change than that

corresponding to industrial mix. In some cases,

jobs follow people (e.g., the South); in others,
people come to jobs (e.g., California). Com-

parison of 29 "market-oriented" industries with 192
others yields median shift in percentage of 19.6 for
the former but 24.4 for the latter. Half of the total
locational shift over the period has been due to four
cases in which demand effect has been minimal: air-
craft and chemicals (due to climate), and textiles
and apparel (due to preference for Southern labor).
This finding is in direct contradiction to earlier
work by Easterlin [ 9, 1958]. (Easterlin argues

that convergence in income as a trend is over-
balanced by dynamic factors, such as development of
new products and techniques and, to a large extent,
changes in the composition of GNP. The implication

is that industrial mix is just as important an item

to be examined as regional component, and that the




(2)

(3

(4)

(5)

(6)
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latter should not be considered as merely the adjust-
ment of the former to an equilibrium state.)

Results are fairly insensitive. to variation of the
endpoints of the period of time over which growth is
measured.

Greater variation in the results is caused by changing
the indicator froum "employment" to "value-added,"
which increases total shift, despite high correlation
between results based on the two indicators. This may
be due to new industries tending to have higher VA/E
ratios, and/or greater randomness in the value-added
data. Geographically highly concentrated industries
tend to shift more by employment than by value-added.

Multiple regression analysis between the statistic

corresponding to regional component and various
factors confirms significance of unionization,
climate, and population density, but it denies such

to wage levels and the "catching-up" hypothesis.

Fuchs uses his own system of industrial classifica-
tion and finds high correlation between results based
on different levels of industrial disaggregation.
Given the concept of a production function, "employ-
ment' is better conceived of as "total labor employed"
rather than as ''production workers."

Results for 1929-1954 and 1947-1954 are highly correlat-
ed, indicating no significant change in the underly-

ing forces causing redistribution.
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Ashby [2, 1965] presents Shift-and-Share employment components and
an "octant code" for each of thirty-two industries for every county in the
United -States. (The "octant code" is a device whereby.each industry in a
region is assigned a one-digit code based on the signs and relative magnitudes

of industrial mix and regional component. It is described in the appendix.)

As noted in Part I, the counties can be selected to form any region desired
and the data aggregated to get components for that region. Because Ashby's
work is based upon Census data, which are point-to-point in time, relation-

ships of industries to each other, as well as national share, are subject to

distortion by seasonal factors. He introduces [1, 1964] indices of industrial
centralization, regional specialization, and homogeneity of industrial-regional

structure:

"Centralization of industry i" = Ci = X @,
r
EY T
i E s . .
where ¢p_ = —— - —  when positive, zero otherwise
T n
E. E
i
"Specialization of region r" = Sr =X Y;
i
where ¥, = — - —= when positive, zero otherwise
i r n
E E
"Homogeneity" = H =1 - = <2 § Ef =1 - L.y c, EY
r - i i
E r E i

Each of the indices varies between zero and unity, becoming larger as the
characteristic measured is more prevalent. (Sr can be shown to be identical
to Thirwall's [22, 1969] "coefficient of specialization," discussed below).
Ashby divides the United States into eight regions and notes that 1940-1960

saw an increase in H, the homogeneity index, and a rise in regional component
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relative to industrial mix. The latter phenomenon is attributed to migration

into the cities. Like Fuchs, Ashby disagrees with Easterlin, and he considers

regional component to reflect the "dynamic elements of'change" and, as the

factor of adjustment of industrial mix over time, more important than industrial

mix. Along this line, Ashby suggests that long-term planning to maximize
employment growth should involve inducing negative regional components for
industries which are relatively slow-growing nationally.

Houston [18, 1967] responds to Ashby with a critique, the main points
of which are as follows:

(1) "...the measure is an identity with no behavioral

implications.”
(2) "...the economic behavior underlying the two kinds

of shifts [industrial mix and regional component] is

not readily distinguishable.... ghift and Share is

not so much an analytic tool as it is a type of mea-
surement.... Shift-and-Share Analysis implicitly as-
sumes that the market area of all goods is natiomal,

or uniform if some other base is used.... To be con-
ceptually correct Shift-and-Share Analysis would have

to use the market area of an industry as the base against
which growth is measured in that industry." That is

to say, if the difference between regional and another
growth rates is to represent a "comparative advantage,"
the regional industry should be compared only with other
producers with which it competes. (Houston's line of

thinking could be carried one step further, to argue
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that the components have no meaning unless the classifica-
tion of "industries" identifies a set of products such
that no product has a complement or rival in the set).

(3) The relative magnitudes of the two shift components
are highly sensitive to the level of disaggregation of the
industrial classification. However, the shifting of

magnitude from industrial mix to regional component is an

increasing function of industrial aggregation only in
general; it is not necessarily a monotone function.
[cf. pp. 18-20 above].

Ashby [3, 1968] answers that Houston is attacking a straw man for

it is not claimed that the regional component represents comparative advan-

tage or that Shift-and-Share Analysis is a behavioral growth model. It is
just a useful way of grouping information at hand. The components are sensi-
tive to changes in the level of aggregation -- as are most economic measures --
for they reflect the sensitivity of the analysis to different sets of infor-
mation -- which is as it should be.

Estle [10, 1967] computes Shift-and-Share components for states in
New England using New England as the base area. In that New England's economic
growth generally was lagging that of the United States, use of New England
instead of the nation as the base area has the effect of shifting magnitude

from national share to industrial mix, and from industrial mix to regional

component. The Federal Reserve Bank of Cleveland [11, 1967-1968] examined
employment growth performances of Cleveland, Pittsburgh, and Cincinnati during
1950-1966 by using thirteen large American cities as the base area.

Thirwall [21, 1967] applies Shift-and-Share analysis to British

employment data and calculates percentage components, "composition effect

(¢)," i.e., industrial mix, and "growth effect (g)," i.e., regional component,

for eleven regions in the U. K. Cunningham [7, 1969] notes that industrial
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mix and regional component for each region are essentially weighted averages

r r
£ h ing th ional industrial ; E E,
of growth rates using the regional industrial structure 1 "2 =~ = m
r r r
_E E E

for weights. He suggests that the national industrial structure

Euk Euk uk
1,2 , ..., _m would be a more appropriate set of weights.
E°  E° E-

Preceding by this method, he derives measures "{" (corresponding to Thirwall's

"e'", industiral mix) and "¥y" (corresponding to Thirwall's "g", regional com-

ponent). He denotes by "' the difference between his measures and Thirwall's
(8 -0)=p=( -c¢)

He also shows that p > 0 indicates that the region is increasing its concen-

tration in relatively fast-growing industries. Thirwall [22, 1969] answers

that "{" and "y" are no more independent of weights than "g" and "c' -~ but

are just dependent on a different set of weights. Furthermore, whether p > 0O

is equivalent to whether the '"coefficient of specialization'" is increasing over

the period considered. The coefficient of specialization can be shown to be

eruivalent to Ashby's index of specialization. It is defined as follows:

gt e
1 ; i i (beginning of period)
2.4 i~ P
*r *n
m
1 i - i (end of period)
2 i=1 E?s‘r En:c
E; E,
If the region is a microcosm of the nation, _i - _i for each (i), so the
B E"

coefficient is zero. At the other extreme, if the two sets of industries,

those in the region (i=1,2, ... ,k) and those in the rest of the nation (i=k+l,
k+2, ... ,m) are mutually exclusive, and the region is small, the coefficient

will approach 1:
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m Er E?
i, = L
2 r - —;
i=1 | E E
x | EF Y m EF P
- 1 i i 1 i i
=3 Xl -3tz * T =
i=1] E E i=k¥1] 8= E
r r n
1 BB OB 1 @ 0 E;
=z Xl S|tz % < " a
i=1] E E i=k+1 | E E
k m
b bl we phoEom
E B i=1 E' i=k+l
1 E- 1 1 n  .r
=50 -= + 3 = (E -E)
E E
_ 1.1 E . 1 _1. E
2 2 En 2 2 En
r
=1‘§£
E

Since the region is part of the nation, the set of industries for the region

(i=1,2, ... ,k) is a subset of the set of industries for the nation (i=1,2, ... ,k,

k+l, ... ,m), so the coefficient cannot equal 1. (0f course, the smaller the
region relative to the nation, the closer the coefficient can approach to 1--
as shown in the derivation above). However, if the region and the base area

are mutually exclusive, and the two sets of industries are mutually exclusive,

the coefficient can equal 1. Using the superscript (b) to refer to the base

area, we would have:

k o £P n o o
1 i - i + 1 i - i
7 2 s s 7 r i)

i=1 ] &° E i=k+1] E E
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r b
R B o - E
=2 T b 2 r b
i= E E i-k+1 | E E
- 1L + 1 _
T2 2 1

As Thirwall notes, it is far easier to calculate the coefficient of

Specialization twice than to'determine p once. This being the case, the

question is, whether "{" and "v" have any significance in and of themselves.

Thirwall's "g" (conventionally defined regional component) is that growth in

excess of what is regarded as "normal" given the industrial structure existing

at_the beginning of the period in the region. Cunningham's "{", however,
answers the question, "Given the peculiar 'abilities' in a region to do
'"better' than other regions in certain industries, how much better than
'average' would this region do if it were é microcosm of the nation?" But
this kind of question, though perhaps interesting, is not too fruitful. If
New York City's agriculture sector quadruples, do we really care how much
growth that would have been if New York City had an industrial structure
identical to that of the United States? Only as the regional industrial
structure approaches identity to the national structure would the question
cease to be fanciful--but as it approached identity, it would also cease to
be relevant.

Garrett [17, 1968] uses Fuchs' method of defining components to

calculate comparative growth adjusted for industrial structure (cgafis)

(roughly equivalent to conventionally defined regional component plus national

share, i.e., regional component plus a constant). He finds that cgafis for

the South (Confederacy plus West Virginia) ran higher during 1947-1958 than
in 1929-1947. Looking for causes, he divides Southern industries into five

mutually exclusive groups:
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(1) resource-oriented - 10% or more of input value
is from natural resources.

(2) market-oriented - his criteria are unclear, but
he gives several references (p. 356n).

(3) labor-oriented ~ industries highly labor-intensive
: (higher-than-average ratio of wages to value added)
and with lower-than-average wages.

(4) multi-unit firm - 60% or more of employment in
multi-unit firms.

(5) wunclassified

He then calculates cgafis for each group:

Employment Value Added
(1) resource-oriented 11% 15%
(2) market-oriented 15 12
(3) labor-oriented 25 21
(4) multi-unit firm 21 24
(5) unclassified 24 19

The first two classes are taken to reflect national demand factors,

and the third supposedly reflects comparative advantage or supply.

The high degree of growth in the fourth, multi-unit firm industries,
could reflect the working of the "catching-up hypothesis;'" yet actual
growth is highly correlated with growth at the national level (Spearman's
coefficient .8l). Furthermore, the net advantage of the South was
concentrated in labor-oriented industries ——had they grown at the
national rate, so would have the whole South. Therefore, he concludes:

(1) "...although regional growth patterns appear to be
dominated by national demand conditions, the growth
of a region does not depend upon the national pattern
of growth facing its industries."

(2) "...a major part of the regional growth in manufacturing
of an underdeveloped region within an advanced economy

will occur in the form of multi-unit firms."
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It would seem that Garrett's findings are due to a factor or factors
not uncommon in a less-developed region, i.e., absentee ownership
and/or use of “foreign" capital. One would expect that; in all in-
dustries (other than those with very localized markets and those pecul-
iar to the region), there would be a strong tendency for units of
manufacturing to be branches of "foreign" units. In areas where the
region has a strong competitive advantage, however, and one which
has persisted over time, the industry would have concentrated in the
region, and, although perhaps "foreign" rum, would not be a branch.
Then we would expect the growth patterns of industries distinguished
only by being multiple-unit firm in composition to show up as would
others with no comparative advantage, ie.e., growing along with na-
tional demand --which is what Garrett found. An interesting ques-
tion would be, what were growth patterns of multi-unit firm industries
in other 'more developed" regions?

Brown [4, 196971 compares a Shift-and-Share model against
two other models used to predict regional employment growth. The
regions are SMSAs. The data are drawn from 1947, 1954, 1958, and
1963, and they are grouped by 2-,3-, and 4-digit SIC's. The three
models are:

ng&S" — growth of an industry in the region will equal
its projected national growth rate plus last
period's regional component.
"Ingrow'-——— growth of an industry in the region will equal
its national growth rate during last period.
"Super Ingrow''— growth of an industry in the region will
equal its projected national rate of
growth.
Since '"8&S" 1is just "Super Ingrow'" with a regional adjust-

ment, their relative accuracy is of significance.
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To compare the three models, Brown calls upon, and explains, Theil's
inequality coefficient (U) and its decomposition. Letting P stand for

prediction and A for actual values of the indicator,

U=/ z (Pi- Ai)2 = Mean of Squared Errors
S S

5 AZ Mean of Squared Actual Values
Lt

The magnitude of U enables us to compare the overall performance of the
models. To find the weakness of any given model we may break up the

numerator of U as follows:

Loe, - a)? (3-5)2 (s -s)? 2(1-1)S S
¢ -1 = + p a + - a p
MSE MSE MSE MSE

= '""mean error" 4+ "variance error" + "covariance error'"

Brown finds "Super Ingrow'" superior to "Ingrow" (with perfect information),

and both superior to "S&S." Unfortunately, "S&S' error is concentrated
in "“covariance error" ——which can't be ameliorated by adjusting the model
and indicates the unstable nature of the competitive component. (Brown

runs tests on various periods of wvarious lengths, and at 2-, 3-, and 4-
digit SIC levels of aggregation). A contingency table indicates the
randomness of the competitive component with the possible exception of 2-
digit level, short period, cases. This is also shown by classifying indus-
tries as "fast, medium, slow'" and noting insignificant results from tests
of differences of means in suceeding periods. Brown then hypothesises

that regional component describes a number of different dynamic growth

factors and tries to correlate regional component with various factors, e.g.,

distance to final market, temperature, etc. Results lead him to conclude

that there is no real connection between the regional component and economic

forces, i.e., that it may be regarded as random. The obvious point of de-
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parture from Brown's work is to compare projections of various types with
one that uses historical regional components only for those industries
with naFional-type markets.

Conley [5, 1969] argues that investigation of economic growth
should focus on total percentage over time, rather than average annual
growth due to individual factors, in order to take into account interaction
between various factors, diminishing returns, and compounding. Following
this line of thinking, there is no problem of "shifting base", contrary
to Dunn [8, 1960]. It would seem that the practical solution is somewhere
between the extremes -- that we should look at cumulative changes instead
of averages of annual rates, but that the period should not be of too

great length.
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IIT. APPLICATION TO THE NINTH DISTRICT

U.S. Department of Commerce data by county [2, 1965] have been

aggregated to yield a set of components for the Ninth District, each of its

constituent states, and the Twin Cities Metropolitan Area. The advantage of
using the Commerce data is that results were obtainable from just a few man-
days spent working with a desk calculator. However, Commerce data also
involve significant drawbacks:
(1) As discussed in Part I above, Commerce components are
based on Census data, which are gathered in late March
or early April. This makes the results, both regarding
total employment and the relationships of particular
industries to each other, highly susceptible to seasonal
distortion -- and especially so in the Ninth District,
which is relatively heavily specialized in agriculture
forestry, lumber products, and mining.
(2) Commerce results are available only for 1940-1950 and
1950-1960.
(3) The industries used in Commerce figures do not corres-
pond exactly to those in which we are interested.
Consequently, the much longer, more complex, and more tedious
task of constructing Shift-and-Share components from state employment figures
was undertaken. Seasonal distortion was avoided by taking for beginning-of-
period and end-of-period levels of employment the arithmetic averages of
monthly employment figures for the end-point years. This enabled us to cal-
culate components (both in terms of jobs and percentages) and octant codes

for 1950-1960 and 1960-1968. However, with this method it was not possible
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to derive components for northwestern Wisconsin due to lack of data. Also,
agricultural and nonagricultural employment data had to be taken from different
sources. The incompatibility of these sources is shown'by the fact that our
components for '"self-employed and domestics,'" taken as a residual from '"total
civilian employment,' "agriculture,'" and "wage and salary" vary unreasonably
over time and between regions. Regions examined were the United States,
Minnesota, North Dakota, South Dakota, Upper Michigan, the Five-State Region
(i.e., the Ninth District less northwestern Wisconsin), and the Twin Cities.

Three sets of industries were used:

(1) "Wage and salary employment" - eight industries.
[See Table V]

(2) "Total civilian employment" - eight industries
identical to those of 'wage and salary employment,"
plus "agriculture'" and '"self-employed and domestics."
[See Table VIJ

(3) '"Manufacturing" - industries defined by two-digit
SIC codes. [See Table VII] (Because meaningful

comparison requires identical sets of industries, as

discussed in Part I above, and because industries
with low specialization ratios are not reported in
detail due to confidentiality provisions, meaningful
comparison was possible only between the United
States and Minnesota).

Results obtained corresponded to our expectations:

(1) Positive regional components and negative industrial

components in agriculture. [cf. Table VIJ
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(2) Generally positive regional components in manufac-

turing and somewhat negative regional components in

other "wage and salary" industries. [cf. Table V,
Table VIJ

(3) Strongly negative shift components in mining. [ef.

Table V, Table VI|
The computer programs used are flexible and can be modified easily

to produce results for other indicators, time periods, sets of industries,

and regional delineations. For example, some preliminary computations have
been performed using "personal income', and an attempt was made to compare
results using "employment" with figures using "value-added." Because of the
data—gathering problem mentioned above, meaningful comparison was possible

only with Minnesota. Identical sets of industries (twenty-one two-digit SIC

industries) were used for each indicator, and components were calculated for

the period 1958-1963. Regional components in dollar terms showed rank

correlation of .66 with standard error of .15; when percentages were used,
somewhat better results (.74, .12) were obtained. In both cases T values
were high enough to reject the independence hypothesis at the 997 level of
significance. This result is consistent with, although somewhat weaker than,
Fuchs's findings.

Location coefficients have been calculated as a check against

regional share figures, and the results are consistent. Ninth District

data were used to compute regional components based on different methods

used to define the components (conventional, Fuchs, and Cunningham),
and results did not differ significantly.
Comparison of components for 1950-1960 derived from Commerce

data with those derived from state employment data shows significant
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differences, not only in magnitudes, but also in signs, due to the

difference in the sets of industries used as well as to different

methods of gathering data.
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1V, CRITIQUE

One may find in the literature various arguments for and against
the "validity" of Shift-and-Share Analysis (e.g., [3, 1968; 18, 1967]).
These arguments reflect one of those unfortunate controversies wherein the
issues of contention begin to become clear only after the battle is joined.
The Shift-and-Share approach is not a theqry of economic growth. It is merely
a method of rearranging available data, without behavioral implications,
into a form which hopefullywill be conducive to insight. Since the basic
Shift-and-Share equation is an identity, and therefore true by definition,
the concept of its "validity" is meaningless. However, it is crucial to
ferret out the implicit theoretical considerations which underlie the argu-
ments of those who use Shift-and-Share Analysis to support their hypotheses.
Examples presented in Part I of this paper illustrate this point.
The statistics presented in Table I would support the hypothesis that doctors
in Gotham City benefit from more favorable demand and supply conditions and/or
offer a higher quality of service than their colleagues elsewhere. However,
such a conclusion implicitly assumes that the composition of physicians'
services offered in Gotham does not vary significantly from that of other
cities. If, on the other hand, the Gotham medical community were characterized
by an unusually high proportion of psychiatrists and other specialists --
whose services differ from that of most doctors sufficient to regard them as
differences in kind -- the statistics could not be said to support the hypothesis.
The case presented in Table II would support the hypothesis that,
if Junior is to be sent off to college, his father will get 207 more on each
dollar invested if Junior enrolls at Siwash. However, there are some implicit

assumptions as dubious as they are obvious which must be accepted before the
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hypothesis can claim support from the Shift-and-Share components.

Statistics do not constitute theory. In order to evaluate any
particular use of the Shift-and-Share method, we must look behind the com-
ponents generated from the data aﬁh direct our attention to the theory employed.

When the Shift-and-Share method is applied to examine economic
growth, it is even of limited descriptive value. Shift-and-Share Analysis
is simple ~- and that is its saving grace -- but, since it is concerned only
with two points in time, it is essentially an exercise in comparative statics.
Economic growth, however, is both an extremely complex, and an essentially
dynamic, process -- so we need some theory even to use the data to describe
the situation.

Shift-and-Share Analysis has been applied to the study of economic’
growth because it has been thought that regional growth is due to three
factors: (1) participation in national economic expansion; (2) favorable
or unfavorable economic structure (e.g., the argument that the decline of New
England was due to concentration in textiles and other industries which were
declining all across the country); and (3) comparative advantage. These three

factors are reflected in the names of the components: national share, indus-

trial mix, and regional share. (The method is the same as in our 10 score

example, but in this case, the theory commends itself to a greater extent).
For example, a largepart of California's recent employment growth has been

in the airframe industry. Shift-and-Share components industrial mix and

regional share are both large and positive, indicating that this growth was

due not only to the rapid expansion of airframe production across the nation,
but also to a comparative advantage in weather enjoyed in California [13,
1962]. To take another example, growth of the textile industry in the South

as an indicator of that region's comparative advantage (favorable wage
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structure) vastly underestimates the quality, for textile production and
employment in the South have expanded in the face of a general decline in

textiles across the country. This is reflected in a negative industrial mix

figure, and a positive (and larger than actual growth) regional share. How-

ever, one must emphasize that this model of growth is devoid of behavioral
.ualities. (The California example, Fuchs argues {13, 1962] is a case of
people following job openings, whereas in the Southern case the opposite is
true).

The use of Shift-and-Share Analysis for the 'three-factors-of-
growth" model runs into serious problems.

First, the model is clearly a poor approximation for many industries.

The concepts behind national share and industrial mix assume that the goods

and services are in a national market. However, many industries are regionally
or locally oriented. Local construction, for example, is more directly con-
nected to over-all local economic demand than to any national demand for con-
struction, and local firms compete with each other, not with firms in other
regions. For some economic activity, national comparison is relevant (e.g.,
automobiles), while for other industries (e.g., barbershops) it clearly is not.
Second, since each industry is, in effect, being compared to all

others, the resulting division of growth among components is highly sensitive

to what set of industries is used in the computations. For example, if the

set of industries examined is "Total Civilian Employment,' Minnesota manu-

facturing's industrial mix will be higher than if the set of industries were

"Wage and Salary Employment." This is due to the fact that the difference
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TABLE VIII, GROWTH OF MINNESOTA

MANUFACTURING EMPLOYMENT

1960 - 1968
Thousands of Jobs
(Percent of 1960 Level)
Total Natl. Total Ind. Reg.

Growth Share Shift Mix Share

Set of Industries . .

, 83.1 31.8 | s51.3 | 9.0 42.3 |

"Total Civilian Employment! (36%) (14%) (22%) (&%) (18%)
83.1 58.3 24.8 -17.5 42.3
"Wage and Salary Employment" (36%) (25%) (11%) (-8%) (18%)

- f

between the two sets is made up largely by-the agriculture industry, which
has been sharply declining. The addition of agriculture to wage and salary

employment pulls down the average of growth -- and hence the national share

component. Consequently, industrial mix (mational growth rate of manufacturing

applied to 1960 Minnesota manufacturing employment, minus national share)

increases. 1In this example, industrial mix is raised from a negative (unfa -

vorable industrial structure in the region) to a positive figure (favorable
structure).

Third, there is the problem of proper definition of a region. Unlike
the case of industrial disaggregation, the allocation of total growth among
the Shift-and-Share components is insensitive to the level of geographic
disaggregation. As noted in Part I of this paper, the sum of any component
over all the counties of the United States will be identical to the sum of
that component over all the states. However, that does not make the question

of what is an appropriate way of delineating regions any more clearcut. Pos-

sible criteria are homogeneity of population, similar production patterns,
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nodality, and administrative divisions (very common, due to data availabil-
ity). Fuchs's preference for states over SMSAs [15, 1959] and Perloff's
argument fpr flegibility inrdrawing region;}mlipe$7[19, 1957] have been
discussed in Part II above. If Fuchs is correct, this might help explain

why he found total growth to be highly correlated with regional component

when using states as regions, whereas Brown {4, 1969], who used SMSAs,

found regional component to be a random variable. Fuchs obtained his results

despite the fact that he disaggregated his data by industry to a far greater
extent than did Brown -- which should have resulted in a greater allocation

of growth to industrial mix and away from regional component.

Fourth, unevenness of technological advance is a potentially strong
influence which remains behind the scenes, never adequately revealed. This
is true not only among industries, but also among regions. For example,
transportation improvements in one region could outrun the rate of improvement
in the nation as a whole -- the effects of which would be reflected both in

industrial mix and regional share components.

Fifth, the shift components, i.e., total shift, industrial mix, and

regional share, are defined in terms of deviation from a norm, and it is all

too easy to change the focus of attention from the norm to the normative,
especially if one is not careful of the terminology employed. Just as growth,
in and of itself, is not necessarily desirable, it is not necessarily '"good"
to show a growth rate above average, nor is it disgraceful to show growth at
a rate less than the national average for a particular industry or all indus-
try. As one scans the literature, the impression is quite clear that some
people consider the simultaneous "achievement" of both positive industrial

mix and positive regional share as the equivalent of election to the Honor

Roll of the Regions.
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For every "gain" in one component in a region, there must, by
definition, be a "loss" in that component in another region. The relation-
ship between the components and welfare is not at all clear. For example,
if we are moving toward a steady-state growth path, we would expect a relative
shift of industry as we move toward equilibrium -- and, on considerations of
efficiency, we would find it desirable. The same may be said of regional
comgoneﬁt. If population is growing less rapidly in Region A than in the
nation, we might well prefer a slower growth rate of a given economic indi-
cator, industry-by-industry, within Region A than across the nation. In
Shift-and-Share figures for the Ninth Federal Reserve District, we note that

agriculture shows a negative industrial mix and a positive regional share,

with the negative component dominating, i.e., negative total shift. We might
congratulate ourselves that the talents of our farming brethren in the District
are so excellent that, given the natiomal decline in agricultural employment,
there is a net relative shift of employment into the District. However, we

could just as well reason that the positive regional component was due to

less mobility in the District as opposed to the rest of the country, i.e.,
less ability to bail out of an increasingly unhappy venture. Or the components'
signs could -- and probably do -- reflect many other phenomena interacting.
In any event, we must be wary of automatically regarding pluses as superior
to minuses and large numbers as better than small ones.

Sixth, various indicators have been mentioned without specification
of how they are to be measured. For example, should "employment" be the
number of "employees" as counted by Department of Commerce surveys? Full-time-
laborer equivalents? The "right" choice is not clear -- and, depending upon
our choice, we may find the components not all equally sensitive to changes

in the rate of unemployment.
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Seventh, use of Shift-and-Share figures for forecasting involves
all of the preceding problems. Since Shift-and-Share is a form of compara-
tive statics -- a comparison of "before" and "after" snapshots -- forecasting
will of neﬁessity be an exercise in extrapolation. The paragraphs immediately
above argue that the snapshots are, at best, blurred. Even if we ignore this
problem, we are left with the question of what is to be extrapolated. We
might choose a vary ndive model by assuming that each of the components (in
percentage terms) of the next period studied will be equal to those observed
in the last period. Yet almost implicit in this assumption applied to each
component are several other assumptions:

national share - that the economy continues on a steady, exponential

growth path

industrial mix - that the patterns of technological adjustment,

which involve substitution of some inputs for
others in the productive process, continue un-
changed.

- that observed trends in changing distribution
of production among various goods and services
reflect trends of change in patterns of demand

--which trends will continue

- or, alternatively, that observed changes in the
distribution of production represent an adjust-
ment path to a distribution equilibrium consistent
with an already changed pattern of demand, and
that, in absolute (as opposed to percentage)

terms, the speed of adjustment accelerates un-

til equilibrium is reached
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regional share - that those factors involved in "comparative ad-
vantage" are relatively constant over time

In the case of regional share, the assumption might seem reasonable,

for the location, natural resources, density of population, climate,
wage levels, educational characteristics of the population, and other
such factors which supposedly lead to "comparative advantage" change
slowly, if at all, and generaiiy we would be interested in forecast-
ing not too many years into the future. However, we cannot have it
both ways. 1If the future to be examined is just around the corner,

the assumption about national share is untenable, for even if the

economy were growing according to a steady, exponential path, dis-
turbances (e.g., the business cycle) would be significant over short
periods and thus distort the component. The assumptions about the

industrial mix component are even more extreme, for they imply not just

constant change, but change which accelerates at a comnstant rate to an
equilibrium -- and it is hard to accept the notion of an equilibrium
reached with a bang instead of a whimper.

A more reasonable approach to forecasting would seem to be

projection of pational share and industrial mix components from other

data (e.g., national anticipations surveys and consumer plans polls)

combined with extrapolation of regional share from previous observations.

Brown's examination of this approach [4, 1969] indicates that even the above

assumption about regional share is unwarranted, and that regional share,

far from reflecting a complex of factors the effects of which are stable

and predictable, tends to be a random variable.

Although there is perhaps too little evidence to reach a solid
conclusion at this point, it does appear that, whatever value Shift-and-

Share may have, it is as a descriptive device, not as a method of forecasting.
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V. CONCLUSIONS

The main virtues of Shift-and-Share analysis are its simplicity
and its flexibility, both of which are highly valued by the researcher.
However, we must keep in mind the fact that these very virtues impose limi-
tations on its use.

As a simple method of rearranging data according to an identity,
it is capable of suggesting what kinds of models may be appropriate for
explanation of the phenomena observed.’ However, one should be cautious
about expecting such a simple method to take one very far téward under-
standing of such a complex phenomenon as economic growth.

Its flexibility also requires caution, since results derived are
so highly sensitive to the many variations of the method as discussed in
Part IV. The researcher must be careful to select the indicator, set of
industries, time period, and regional delineation in a manner appropriate
to his investigation -- and he must bear in mind that the resulting compo-
nents are highly dependent upon his choices.

These qualifications to the value of Shift-and-Share analysis
may be summarized by reiterating that it is not a theory but merely a method
for rearrangement of data. The theory must come from the researcher, not
the computer. The value of Shift-and-Share is that it may suggest a model
to be tested -- a model including behavioral assumptions and normative
judgments which are totally absent from Shift-and-Share by definition.

The value of Shift-and-Share Analysis for presentation of data
as well as a first step in model-building indicate further research would

be beneficial. Five projects suggest themselves as logical extentions of

work so far completed.
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First, the simplicity of the "three-factors-of-growth" model
might be slightly compromised, but its use as a model greatly enhanced by
including a component to reflect over-all regional groﬁth in recognition
that many industries compete in regional, not national, markets. For
example, the basic identity for some, or all, regional industries might be

modified to

us

r us r r
g, = () + (g -8)+ (g; -8;)
or
r us r us us r r us
g =D+ (g -g )+ (gy -8)+ (g -8)

Second, two or more indicators might be used. Zelinsky [23, 19587
used population concentration ratios in combination with employment figures.
We might wish to combine one or more economic indicators with such factors
as population, transportation, spatial distribution, etc.

Third, components could be calculated over five, three, and two-
year periods, which would give enough cases to enable meaningful examination
of consistency in sign of the components (i‘g;, whether they do indeed
reflect long-term underlying economic forces in action) and possible trends.
(Using state data instead of SMSAs, our results might differ radically from
Brown's).

Fourth, we might continue application of the method to data about
other indicators, as capital goods expenditure, real wage rates, etc.

Fifth, we might continue work just begun in testing correlation
of results using various indicators.

Sixth, a multiequation regional model might be pursued using the
basic Shift-and-Share identity as a foundation in the same sense that the

national income accounts identity forms the basis for the standard Keynesian

model.
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]
Appendix: Octant Analysis

Ashby [2, 1965] has developed a method of illustrating
the magnitude of an industry's (or an entire region's) total shift

and its allocation between industrial mix and regional component.

This technique is useful for making comparisons graphically and
for making a simple and relevant division of the possible combina-
tions of the two shift components into a small number of cases.

We construct a graph and measure industrial mix on the vertical

axis and regional share on the horizontal axis. The units of measure-

ment along the axes may be anything convenient (e.g., thousands of

jobs, millions of dollars of value added, percent of initial employ-

1)

ment, et cetera). Where the axes cross (the origin, "0") is our

zero reference point. This point represents zero industrial mix

and zero regional component. Thus, any combination of regional

component and industrial mix will be represented by one and only

one point on the graph. If industrial mix is positive, the point

will be above the horizontal axis. If regional component is positive,

the point will be to the right of the vertical axis. If, for ex-

ample, industrial mix equals OI, and regional component equals OR,

their combination is described by the vector OP.

(1) The units, as will be apparent from what follows,
must be equal to each other and the same for both axes.
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Industrial
Mix

C))
IIP."’."‘. P

Regional
Share

)

)

Through the zero reference point we draw a line bisecting

the northwest and southeast quadrants. Along this line, the distance
from any point to one axis equals the distance to the other. There-
fore, any point on this line describes a combination where the in-

dustrial mix and regional component are equal in magnitude, but

opposite in sign, therefore offsetting each other and making total
shift (the total of the two) zero. This line is therefore called

the zero reference line. Total shift for any combination is then

represented by the vector, parallel to the horizontal axis, from
the zero reference line to the point representing the combination.
For example, if the two shift components are OR and OI, total shift
is represented by the vector TP. The rightward direction of

the total shift vector indicates that total shift is positive. The
length of the vector (TP, measured in the same units as those used

to measure the components along the axes) represents the magnitude



(2)

of the total shift.

Industrial
M1XG+)

Regional Share

)

)

To take another example, let regional component again

equal OR, but industrial mix equal to minus OI', where OI' is

greater than OR. Then total shift will be described by vector

P'T, whose leftward direction denotes negativity.

2Since IP and RP were drawn at right angles to the
two axes, which are at right angles to each other, OIPR is a rec-
tangle, and therefore OR=IP. Since the zero reference line bisects
the northwest quadrant, angle TOI—45 . Slnce TIO 1s a rlght angle,
and every triangle has 180, angle OTI_180 -90°-45°=45°= angle TOI.
Triangle TIO is an isosceles triangle, and OI=TI. Therefore

Total Shift = Industrial Mix + Regional Share

= ) + OR

TI + IP
= TP




)

- 61 -

Industrial
Mix
0 5- Regional Share
! +)
3’
‘
b4
)

:-4--..

(=)

Pl

We pass another line through the zero reference point,

this time bisecting the other two quadrants. This divides the graph

into eight octants, numbered as shown in the diagram:

Industrial

M1XG+

)

5 1
(-)_ Regional Component
)
7 3

)
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In odd-numbered octants, regional component dominates.

In even-numbered octants, industrial mix dominates. TFor example,

in octant 4, all points, e.g., P, represent a positive industrial

mix and a negative regional component. Since industrial mix dom-

inates (i.e., is the larger in unsigned magnitude), total shift

is positive. As noted earlier, total shift is positive in octants
1-4, negative in 5-8. When octant codes are assigned, each indus-
try is coded with a number representing an octant or the zero re-

ference point, or two numbers, representing a borderline case. A

summary table of the meaning of the seventeen possible codes follows,
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Octant Codes (3
Area Total Industrial Regional Dominant
Code Shift Mix Component Component
0 0 0 0 - (neither)
1 + + + R.C.
2 + + + I.M.
3 + - + R.C.
4 + + - I.M,
5 - + - R.C.
6 - - + I.M.
7 - - - R.C.
8 - - - I.M.
1-2 + + + (neither)
3-6 0 - + (neither)
4-5 0 + - (neither)
7-8 - - - (neither)
2-4 + + 0 I.M,
6-8 - - 0 I.M.
1-3 + + R.C.
5-7 - 0 - R.C.

It should be noted that octant codes for industries for
the nation will always be either "O", "2-4", or "6-8" (i.e., zero
regional component and the total line for the nation will always
be coded "O",(4)

The following page illustrates the use of vector

graphing to compare regions.

(3) We have used notation different from that of the
Commerce Department's publications [2, 1965] for the borderline and
zero reference point cases:

Mpls. Fed. Commerce
0 I
1-3 A
1-2 B
2-4 c
4-5 D
5-7 E
7-8 ¥
6-8 G
3-6 H
(4) Discussed on pages - and - of the text.
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